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a b s t r a c t

A custom CMOS image sensor designed for low power endoluminal applications is presented. The fab-
ricated chip includes a 320 × 240 pixel array, a complete read-out channel, a 10-bit ADC converter, a
series of DACs for internal references and digital blocks for chip control. The complete functionality of
the chip is guaranteed through 7 signal pins, used for the I2C-like input and LVDS output interfaces. Pro-
totypes were produced using UMC 0.18 �m-CIS (CMOS Image Sensor) technology for both monochrome
eywords:
iomedical

maging
ensor
MOS

and colour-RGB versions. Due to its high sensitivity, a pinned photodiode was implemented. The imager
was electrically and optically characterized and preliminary ex-vivo tests were performed. Characteriza-
tion results show state-of-the-art performance in terms of power consumption (<40 mW for the core),
which is less than half compared to off-the-shelf sensors, and light sensitivity (0.1 lux@555 nm for the
monochrome imager), which makes sensor performance comparable to CCD technology performance for

pplic
single chip endoluminal a

. Introduction

The continuous quest for painless diagnostic procedures in
he gastro-intestinal tract has resulted in greater interest in
ndoluminal techniques, such as capsular endoscopy [1]. An endo-
copic capsule is a swallowable self-contained microsystem which
erforms a sensing or actuating function in the body [2]. The swal-

owable capsule concept first appeared in 1957 in Mackay and
acobson’s paper on RF transmission of pressure and tempera-
ure from the human body [3]. Although the concept of capsule
ndoscopy emerged as an alternative to traditional endoscopy
uring the 80s and 90s, the first capsule endoscope model was
eveloped by Given Imaging in 2000 [4] and received medical
pproval in Western countries in 2001. The first capsule was com-
ercialized by Given Imaging with the name of PillCamTMSB,

specially designed for small bowel investigation. Essentially, the
illCamTM SB is a swallowable wireless miniaturized camera which
rovides images. Despite research on actuation [5], drug delivery
nd biopsy techniques that may be implemented in an endoscopic
apsule [2,6,7], the imaging unit is still the core part of the system.

he main goal of endoscopy is to inspect the inside of the body
hrough imaging techniques for diagnostic and surgical purposes.
or this reason, image quality is a primary issue in both traditional
nd innovative endoscopic devices.

∗ Corresponding author. Tel.: +39 050883483; fax: +39 050883496.
E-mail address: m.vatteroni@sssup.it (M. Vatteroni).
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ations.
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Given Imaging is a major worldwide industrial player in the
field of capsular endoscopy and commercializes solutions for dif-
ferent gastro-intestinal tracts: the PillCmTMSB, PillCmTM ESO and
PillCmTMCOLON. All these pills implement a complementary metal
oxide semiconductor (CMOS) imager acting as sensor, but they
present different frame rate characteristics. Alternative endoscopic
pills to those commercialized by Given Imaging are the EndoCap-
sule created by Olympus [8], the MiroCamTM by IMC [9], and OMOM
by Jinshan Science & Technology Company [10]. Although CMOS is
the most common technology, the EndoCapsule integrates a Charge
Couple Device (CCD). Resolution of these systems ranges between
256 × 256 and 1000 × 1000 pixels, while the frame rate ranges
between 2 and 7 frames per second (fps). The basic trade-off for a
vision system for capsular endoscopy is to be found between high
image quality and other features such as size, power consumption,
simple control interfaces, image resolution and frame rate. Off-
the-shelf chips can only partially fulfil these requirements. Some
sensors provide good image resolution and quality in a small size,
but lack adequate sensitivity and acceptable power consumption
[11]. Other imagers feature low power requirements and small size,
but still present poor output in terms of noise and image quality
[12]. Novel sensors have appeared on the market over the last few
months featuring low power consumption, good image quality and

small size [13]. However, their analogue output makes them unsuit-
able for capsular endoscopy because a companion chip is needed
for converting the analogue output into digital word. This results in
an increase in space and power consumption. For this reason, the
highly specific and demanding requirements of capsular endoscopy

http://www.sciencedirect.com/science/journal/09244247
http://www.elsevier.com/locate/sna
mailto:m.vatteroni@sssup.it
dx.doi.org/10.1016/j.sna.2010.03.034
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Fig. 1. Layout of the Vector2 sensor

ave motivated the development of a novel image sensor. CMOS
echnology was chosen for single chip endoluminal applications
ecause it is simpler to control and consumes less power than CCD
echnology [14]. The imager presented in this paper, called Vector2,
as designed to improve sensitivity and at the same time reduce
ower consumption, by using a simple control interface requiring a
ew pins. The main features targeted during the design phase were
igh sensitivity [15,16], low power consumption and a simple con-
rol interface through a reduced number of pins. A resolution of
20 × 240 pixels was considered to be a good compromise between

mage quality, chip dimensions and frame rate, in terms of teleme-
ry payload. All the internal blocks were designed to guarantee
ow power consumption and easy chip control. The circuitry inte-

rated in the chip comprises the analogue and digital blocks needed
or full automatic control of the sensor core through a 2-pin I2C-
ike input interface and a 4-pin low-voltage differential signaling
LVDS) output interface. Prototypes were fabricated using the UMC
.18 �m-CIS technology and characterized in both monochrome
ock diagram of the Vector2 chip (b).

and colour versions. In order to exhaustively describe the presented
device, the imager architecture is presented in Section 2, while per-
formance of the device is presented in Sections 3 and 4 together
with the results of the electro-optical characterization and ex-vivo
tests.

2. Imager architecture and operation of the camera

Vector2 is a monolithic 320 × 240 active-pixel colour-RGB or
monochrome camera-on-a-chip sensor. The chip is fabricated with
UMC 0.18 �m CMOS technology which is optimized for optical
applications. This process was chosen because it allows the use

of pinned photodiode technology, implemented in the UMC ultra-
photodiode pixel [17]. A pinned photodiode has the same structure
as an active-pixel with the addition of an extra photodiode, which
is pinned by depositing a p-plus doped thin silicon layer. This addi-
tional junction is connected to the read-out circuit by means of an
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Table 1
Vector2 imager main characteristics.

Main characteristics Dimension Value

Resolution QVGA
Active area 320 × 240
Optical format Inch 1/9
Pixel pich �m2 4.4 × 4.4
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Fill factor % 25
Shutter type Rolling
Die size mm2 2.5 × 3.0

xtra transfer gate which ensures separation of the sensing junction
rom the read-out node. The pinned structure of the photosensitive
lement shields it from the Si − SiO2 interface, which is a source of
oise and leakage, reducing the dark current and enhancing sensi-
ivity. Furthermore, the additional junction, due to the extra layer,
ncreases intrinsic charge storage capacitance [18]. This technology

as mainly selected because of the possibility to reach high levels
f sensitivity [19], which is one of the main specifications to be
chieved. The sensor architecture is outlined in Fig. 1. The sensor
perates in conjunction with a host microcomputer or microcon-
roller. They are connected through a serial LVDS output, which
arries the video data to the processor. The serial output has the
dvantage of high speed transmission through a small number of
ins, as outlined in the specifications above. As regards data pro-
ocol, the mobile industry processor interface (MIPI) standard [20]
as considered. A simplified version of this protocol was used in

rder to reduce the number of external connections and control
ines. An I2C-like interface was implemented for the low rate input
ontrol and setting of the chip. The I2C-like interface was selected
ecause it is well established, simple to use and suitable for this
pplication. Therefore, the number of pins used in normal operation
s limited to 7 for simple chip control, as required by applications

hich need a small number of connections. A number of test pins
re also available to guarantee a high level of flexibility and the
ossibility to shift control complexity to external logic. The imager

ntegrates a pixel array based on the UMC ultra-photodiode tech-
ology [21]. However, it was decided that pixel driving should have
rolling shutter read-out in order to maximize sensitivity of the

ensor.
The main characteristics of the imager are reported in Table 1.

ixel pitch is 4.4 �m and fill factor is 25%, due to control and read-
ut transistors integrated in the pixel. The optical format with
uarter video graphics array (QVGA) resolution results in 1/9 of
nch. As evident from Fig. 1(a), total die size is dominated by the
ixel array. Due to the other required conditioning and control
locks, final chip dimension is 2.5 × 3.0 mm2.

Fig. 2. Vector2 test development board.
uators A 162 (2010) 297–303 299

The primary goal of the design was to obtain high quality images.
Therefore, to achieve this result, it is important to minimize system
noise. Sources of noise in a CMOS imager are both optical and elec-
trical. Optical noise can be reduced with an optimized layout of the
pixel and with a protective shield covering the remaining circuitry.
The shield can be made of metal layers or achieved by post pro-
cessing coating. The latter technique was used for Vector2 since
available in the standard chipset processing masks by UMC. Elec-
trical noise contribution can be classified as spatial noise, called
Fixed Pattern Noise (FPN) due to process mismatch, and temporal
noise, called Pixel temporal Noise (PN). FPN is less critical and can
be reduced by one or more signal filtering steps. This operation is
carried out in Vector2, at column level, by a column data sampling
(CDS) block which performs a first signal subtraction to reduce the
pixel FPN. A second subtraction is then performed, this time at array
level, by a data double sampling (DDS) block, which subtracts the
FPN introduced by the mismatch between the different CDS blocks.
PN is minimized by designing a read-out channel with techniques
dedicated to obtaining low-noise, i.e. special layout adjustments
and fully differential blocks were used wherever possible.

The read-out is completed by converting the analogue signal
into a digital signal by means of a pipeline ADC architecture [22].
This converter architecture was chosen since it represents a good
compromise between speed, power consumption and output lin-
earity required by the application. Considering a noise level below
1 mV and a full signal range of 1 V, 10-bit resolution was considered
adequate for our purposes.

Due to a strict constraint on the number of external connections,
the required voltage references were generated internally by means
of digital to analogue converters (DAC) integrated onto the chip.
The architecture is completed with row and column decoders for
single pixel selection and custom digital blocks for sensor core and
interface control.

The read-out of the analogue pixel outputs starts with the selec-
tion of a row, by means of a row decoder. Pixel FPN and low
frequency noise are filtered, line by line, carrying the signal, VSigPix,
and the reset value, VResPix, to the CDS amplifiers [23]. CDS output,
VSResCDSOut is proportional to these signals as:

VSigCDSOut = [VSG + (VResPix − VSigPix) × GSFpix + VbCDS] × GSFCDS (1)

The buffer gain of the pixel and CDS, GSFpix and GSFCDS respectively,
and the threshold VSG are technology- and layout- dependent due
to the possible mismatch between different transistors. The signal
VbCDS is a reference set by the user to avoid direct ground connec-
tion and to allow a controlled shift of the output signal.

The CDS outputs are then sequentially selected one at a time by
means of the column decoder, and further filtered in series by the
DDS block to remove the column FPN [24]. A CDS reference value,
VResCDSOut, is obtained by setting the CDS in the reset configuration
and is used for this filtering.
VResCDSOut = [VSG + VbCDS] × GSFCDS (2)

The DDS block is a fully-differential switched capacitor block which
provides a differential output, VOutDDS. These signals are propor-
tional to the signal and reset outputs of the CDS read-out by a gain

Table 2
Vector2 imager electrical characteristics.

Main characteristics Dimension Value

Master clock MHz 25
Data rate MHz 100
Pixel rate MHz 10
Data format Bit 10-serial
Power consumption mW < 40 (@30 fps, 27 ◦C)
Operating temperature C −40/ + 80
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Table 3
Vector2 optical performance.

Parameter Unit Monochrome Colour-RGB

Sensitivity lux 0.11@555 nm,27 ◦C, 30 ms 0.32@555 nm, 27 ◦C, 30 ms
W/m2 1.70 × 10−4,@27 ◦C, 30 ms 4.65 × 10−4@27 ◦C, 30 ms

Responsivity V/lux*se ◦C 0.53@555 nm, 27 ◦C 0.12@555 nm, 27 ◦C
V/W/m2*s 360@27 ◦C 81@27 ◦C

Dynamic range dB 50 60
SNR dB 46 (max) 53 (max)
Pixel Temporal Noise(PN) % 0.70 0.25
Fixed Pattern Noise (FPN) % 0.86 1.67
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Fig. 3. Vector2 power responsivity as function of irradiation power for the

actor, GDDS, but also to a common mode signal,VCM.

OutDDS = VCM ± GDDS × (VREF − (VResCDSOut − VSigCDSOut)) (3)

he GDDS gain is incorporated in the DDS block, programmable by
he user and set via I2C. The gain is set by changing the ratio between
witched capacitances. Available gain values are between 0 and 8
ith a precision of 256 steps.
Finally, the DDS output is converted into a digital word, ADCOUT,
y the on-chip 10-bit pipeline ADC and then serialized.

DCOUT = (V+
OutDDS − V−

OutDDS)
(VREFP − VREFN)

× 29 (4)

Fig. 4. Vector2 SNR as function of irradiation power for the black and wh
and white sensor and the colour-RGB sensor in the three different colours.

The voltage range accepted at the ADC input is defined by two ref-
erence voltages, VREFP and VREFN, with typical values of 1.5 V and
0.3 V respectively.

All the described functions are related to the analogue core of
the imager.
3. Imager characterization

A test board was designed and developed to characterize the
Vector2 chip (Fig. 2). The set-up is composed of a main board and
a dedicated ‘eye PCB’ designed for specific chip control. This set-

ite sensor and the colour-RGB sensor in the three different colours.
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Fig. 5. Vector2 PN as function of irradiation power for the black and white sensor and the colour-RGB sensor in the three different colours.

d white sensor and the colour-RGB sensor in the three different colours.
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Fig. 6. Vector2 FPN as function of irradiation power for the black an

p was used for both electrical and optical characterization. As
ummarized in Table 1 the chip is supplied with voltages equal to
.8 V and 3.3 V. Typical values for the master and output clocks are
5 MHz and 100 MHz respectively, with a duty cycle of 50% in both
ases. Complete functionality of the Vector2 sensor was success-
ully verified using the test board. Most of the internal blocks were
haracterized independently, mainly to check output voltage swing
nd linearity of response. Power consumption during normal oper-
tion was measured as a crucial parameter, being less than 40 mW
ith a frame rate of 30 fps. Significant parameters, such as opti-

al sensitivity, noise and dynamic range, were extracted through
ptical characterization of both the monochrome and colour-RGB
ensor.

The main test results are shown in Table 2. Optical sensitivity
as measured as 0.11 lux for the monochrome sensor and 0.32 lux

or the colour-RGB sensor. Sensitivity was measured with an inte-
ration time of 30 ms at ambient temperature (27 ◦C) and with a

55 nm wavelength. Dynamic range and signal to noise ratio (SNR)
re reported in Table 3 as average and maximum values, and in
igs. 3 and 4 as function of the light power for both the monochrome
nd the colour-RGB sensors. It is quite clear that Dynamic range and
NR performance are better for the colour-RGB sensor given the
 Fig. 7. Example of ex-vivo image acquired with the Vector2 optical sensor.
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ower responsivity. Noise numbers are also reported as a percent-
ge of the average value over the full signal range and as a function
f illumination power (Figs. 5 and 6). PN [25], consisting of temporal
oise, is higher for the monochrome sensor (0.70%), but still lower
han the level perceived by the human eye, which is over 5% [26].
PN, which represents spatial noise, is double in the colour-RGB
ersion (1.67%) compared to the monochromatic version (0.86%).

. Ex-vivo tests

When working with an endoscopic camera, it is necessary to
onsider the non-standard settings required by the camera to cap-
ure important biological information in the image, which differ
rom many other types of imaging systems. For this reason it is
mportant to perform tests on biological tissues, to evaluate image
uality and to set the sensor accordingly. In particular, colour gain
an be adjusted in order to receive the best response.

Ex-vivo images were acquired with the colour-RGB version of
he Vector2 imager and with non-optimized optics, in order to
eceive preliminary indications on image quality for target applica-
ion. Tests were conducted on freshly excised porcine colon tissue
ttached to the test bench, which also included the test board.
n example of an acquired image is shown in Fig. 7. The image

s obtained by applying demosicing and background subtraction.
s expected by the results obtained on noise performance, image
uality is good in terms of uniformity. Original colour rendition
an also be considered good and can be further improved by image
rocessing.

Additional ex-vivo tests will be carried out to optimize the cam-
ra setting and to better understand imager performance.

. Conclusions and future work

A CMOS image sensor specifically designed for wireless endolu-
inal applications was presented. As required by the application,
trade-off was identified for crucial parameters such as chip size,
ower consumption and image quality, and a custom design was
eveloped to meet the required specifications. Electrical and opti-
al characterizations demonstrated that targeted requirements in
erms of power consumption and high sensitivity have been met.
he monochrome sensor has a sensitivity of 0.11 lux (@555 nm
nd 27 ◦C), while colour-RGB imager sensitivity is equal to 0.32 lux
@555 nm and 27 ◦C). These characteristics are comparable to CCD
evices for single chip endoluminal applications. Power consump-
ion is less than 40 mW in both cases. This makes the sensor suitable
or wireless endoluminal applications such as capsular endoscopy.

x-vivo and in-vivo tissue images were preliminarily acquired,
howing good image uniformity, also guaranteed by low-noise per-
ormances (PN < 0.53% and FPN < 1.67%). The Vector2 chip will be
urther extensively tested to achieve complete and systematic char-
cterization, focusing on the acquisition of endoluminal images.
amples of the Vector2 imager will be integrated in a complete
iniaturized wireless vision system for capsular endoscopy.
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