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Abstract—Modern social intelligence includes the ability to
watch videos and answer questions about social and theory-
of-mind-related content, e.g., for a scene in Harry Potter, “Is
the father really upset about the boys flying the car?” So-
cial visual question answering (social VQA) is emerging as
a valuable methodology for studying social reasoning in both
humans (e.g., children with autism) and AI agents. However, this
problem space spans enormous variations in both videos and
questions. We discuss methods for creating and characterizing
social VQA datasets, including 1) crowdsourcing versus in-house
authoring, including sample comparisons of two new datasets
that we created (TinySocial-Crowd and TinySocial-InHouse) and
the previously existing Social-IQ dataset; 2) a new rubric for
characterizing the difficulty and content of a given video; and
3) a new rubric for characterizing question types. We close by
describing how having well-characterized social VQA datasets
will enhance the explainability of AI agents and can also inform
assessments and educational interventions for people.

I. INTRODUCTION

In a scene from Harry Potter and the Chamber of Secrets,
Harry meets Ron Weasley’s father at the Weasleys’ breakfast
table |2]. Hearing that the boys drove his enchanted car the
previous night, the father at first excitedly asks, “Did you
really? How’d it go?” whereupon the mother scowls and hits
him in the shoulder. He then sternly tells the boys, “I mean—
that was very wrong indeed, boys, very wrong of you.” The
boys then share a knowing smile with each other.

Is the father really upset about the boys flying the car?
Though this clip is only about 30 seconds long, most people

Is the father really upset about the boys flying the car?
i. He was embarrassed that he raised a bad driver. i. That Julian is just curious.
c. The father was not upset but had to comply with his wife’s position of
scolding the kids.

i. No, he found a lot of humor in the incident.

i. Yes. He grounds the boys for a month as a punishment.

didn't dare ask.

making Auggie feel uncomfortable

i. That Julian is just trying to be funny.

What do you think the other kids think about Julian’s questions?

i. The other kids are thankful to Julian for asking the question that they

c. That Julian is very rude, inconsiderate, and he is being a bully for

can readily answer this question, even if they don’t know
anything about Harry Potter. For example, one can make
theory-of-mind (ToM) inferences about the father’s internal
beliefs, emotions, and desires, i.e., that he wasn’t really upset
and was only speaking sternly to please the mother.

This task of social visual question answering (social VQA)
is just one example of how people can, seemingly effortlessly,
exercise social and ToM reasoning skills. Social VQA involves
sophisticated combinations of emotion recognition, language
understanding, cultural knowledge, other-agent modeling, logi-
cal and causal reasoning, and more, on top of non-social layers
of comprehension about physical events. Thus, social VQA is
a useful paradigm for understanding human social cognition,
designing practical methods for assessment and intervention,
and developing Al agents with robust social reasoning skills.

New social VQA datasets, i.e., collections of video clips and
questions, continue to emerge across these research areas. We
suggest that considerable value can be added by characterizing
such datasets along dimensions of video content and question
content. Our contributions in this paper are:

« We present the TinySocial dataset that has subsets created

through crowdsourcing and in-house authoring.

e« We describe new rubrics for characterizing social con-

tent/complexity for video clips and for questions.

« We provide sample comparisons of three datasets: (1)

TinySocial-Crowd, (2) TinySocial-InHouse, and (3) the
previously existing Social-IQ dataset |3].
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When the little person picked up the pencil, what could they have
been thinking?

c. They were scared and thought the big person was going to hurt
them.

i. They wanted to draw a picture.

i. They wanted to turn their plane into a rocket.

i. They were thinking that they wanted to write a letter with it

Fig. 1. Sample items from our TinySocial-Crowd dataset, with questions and answers obtained through paid online crowdsourcing. The full dataset, with
video links and multiple choice questions, can be found in online supplemental material at: https://figshare.com/s/81b784b5e00641f62515 |1}



II. BACKGROUND AND RELATED WORK
A. Social VQA for people

Explicit social-VQA-like interactions happen informally all
the time when people discuss movies or television shows with
one another. For instance, parents often discuss videos with
their children and perform what is called instructive mediation
or active mediation by asking their children about the motives
that characters might have, why certain actions are considered
good or bad, etc. [4]. Instructive mediation during children’s
television viewing has been found to have certain positive
effects on various aspects of children’s behavior [5].

Implicitly, people are doing social-VQA-like reasoning ev-
ery time they watch videos. Given the amount of time that
children now spend watching videos each day—e.g., in the
USA, 2.5 hours daily for 8-12 year olds and nearly 3 hours
daily for teenagers—such video watching is an inescapable
part of social learning experiences for most children [6].

Social-VQA-like activities also appear in formal assess-
ments [7], [8], stimulus materials in neuroimaging [9] and
behavioral |10] studies, and interventions |11, across research
on social and ToM reasoning in various populations. For ex-
ample, Movie Time Social Learning uses discussion-oriented
lessons that go along with popular movies to help children on
the autism spectrum learn to better identify and understand
social contexts, take others’ perspectives, etc. [12].

Crowdsourcing has been used to gather materials for certain
social-reasoning-oriented assessments and interventions. One
study used crowdsourcing to generate social scripts as well
as common obstacles and solutions as part of a social skills
instructional module for individuals with autism [13]. Along
similar lines, another study explored if crowdsourcing could
help individuals with autism find socially appropriate strategies
for coping with obstacles in various social situations [14].

B. Social VQA for Al agents

Building on research in visual question answering (VQA),
i.e., agents that can questions about static images [15], there
is a surge of interest in VQA for videos. We use the term
social VQA to refer to video VQA where the questions target
social and theory-of-mind (ToM) content, as opposed to more
factual, object- or event-centric questions.

Recent work in video VQA follows the pattern of training
a machine learning model in a supervised fashion, using large
datasets in which each training instance consists of (1) a video
clip and associated features/annotations, (2) a natural language
question and optionally a set of multiple choice answers, and
(3) the correct answer(s). The Social-IQ dataset uses video
clips of real-world interactions from YouTube (e.g., seminars,
news interviews, etc.) and presents multiple choice questions
that probe social judgment, motivations and behaviors, mental
states, attitudes, etc. [3]. Other video VQA datasets include
social questions in addition to other more factual questions,
such as the TVQA dataset that uses videos from six well-
known TV shows [16]; PororoQA, that uses videos from a
children’s animated television show [17]; and MovieQA that
contains questions about movies |18].

Outside of social VQA with videos, other Al tasks and
associated datasets relevant to social and ToM reasoning
include: the Theory of Mind Task dataset, that presents short
textual stories and theory-of-mind-centric questions [19]; the
Visual Beliefs dataset that presents short comic-like image
sequences in which the tasks are to identify who has mistaken
beliefs, and when |20]; the Motivations dataset that contains
images of people labeled with their likely motivations [21]];
and a dataset that contains textual, story-like descriptions of
common social scripts and sociocultural norms [22].

C. Our research context

We are part of an interdisciplinary research team currently
developing a new educational computer game to help middle
school students on the autism spectrum improve their social
and theory of mind (ToM) reasoning skills. The game asks
players to complete social VQA activities with popular tele-
vision and movie clips. An early step in this project involved
putting together a small social VQA dataset to provide learning
materials for the game, i.e., on the order of 100 video clips,
with 6-12 multiple choice questions per clip.

Our TinySocial dataset differs in several ways from datasets
like Social-IQ and PororoQA. Most notably, our dataset is
intended primarily for human consumption, though we expect
it may also serve as a useful test for artificial social reasoning
agents. In particular, we aimed to build a dataset that would
be engaging and age-appropriate for our intended audience
of middle school students, while also covering a rich and
instructive variety of social and ToM-related content.

As part of our participatory game design process, we invited
adolescents on the autism spectrum to take part in an open-
ended, social VQA activity. Each participant watched a series
of video clips with a member of our research team and then
answered open-ended question about what they understood
about the characters and motivations in the clip, how the clip
related to their own personal experience, etc [23]. We also
interviewed parents to share their thoughts on the everyday
media experiences of these participants and areas for social
growth [24]. Several of our observations from these prior
studies directly influenced the design and creation of the
TinySocial dataset presented in this paper.

One major observation [23] was that clip difficulty varied
based on characteristics of the clips themselves as well as of
the questions asked about them. In other words, some clips are
just much harder to follow than others, but for very different
reasons, from the speed of the characters’ speech to the
subtlety of nonverbal communication to the depth of historical
themes explored. Questions likewise vary in difficulty along
many dimensions, regardless of clip difficulty; it is possible to
ask very easy questions about difficult clips, and vice versa.

We also debated at length about dataset creation via crowd-
sourcing versus in-house question authoring . On the one hand,
we felt that crowdsourcing might provide a greater diversity
of question types. On the other hand, we felt that in-house
authoring might provide higher-quality questions more suitable
for our target users. So, we decided to try both methods.



III. METHODS FOR DATASET CREATION

A. Clip Selection

Members of our research team manually searched for video
clips with rich social and emotional content on Youtube using
a variety of search methods, including personal preferences,
popular movies and television shows, etc. All researchers were
fully aware of the goals of our project to develop a new
educational game for middle school students on the autism
spectrum. We aimed to find English-language clips that would
be fun and engaging, informative about complex and relevant
social and ToM content, and also age-appropriate.

We then watched each relevant video to find one- to two-
minute segments containing direct or inferred social interac-
tions rich in facial expressions, emotions, and conversations.
These scenes typically involve two or more characters and
exhibit a range of social/emotional content (e.g., deception,
surprise, reactions, cooperation, sarcasm, discomfort, relief,
frustration, shock, fear, sadness, embarrassment, joint atten-
tion, etc.). We also ensured that segments were relatively self-
contained and understandable even if someone had no prior
experience with that particular TV show or movie.

B. In-House Question Authoring: TinySocial-InHouse

Three members of our research team manually wrote mul-
tiple choice questions and answers for a subset of clips. These
researchers were given instructions to write a variable number
of questions for each clip, as needed, and to try to cover a
variety of difficulty levels and types of social and ToM content.
The researchers were also asked to include a small number of
questions for each clip to gauge general comprehension, i.e.,
questions to assess whether the viewer was paying attention,
before getting into more complex social and ToM questions.

C. Crowdsourcing Question Authoring: TinySocial-Crowd

Our Amazon Mechanical Turk (AMT) crowdsourcing
pipeline consists of: (1) crowdsourcing questions, (2) crowd-
sourcing correct answers, (3) crowdsourcing incorrect answers,
and (4) crowdsourcing accuracy benchmarks and difficulty
ratings, as shown in Figure @ Our pipeline relies heavily
on the AMT Application Programming Interface (API) which
allows for programmatic creation of free-form, media-rich
surveys called the HTMLQuestion. We can thus create survey
templates which we fill with difference video, text, and form
data generated from each of our pipeline steps.

Full images of all AMT survey pages are included in this
paper’s online supplemental material |1].

Because our educational game is intended for children in
the United States, many of our clips are oriented in American
culture and rich in cultural references unique to the United
States and Canada. Therefore, we require our AMT worker
registrations to be in either the United States or Canada.
We also require basic worker performance measures such
as having completed more than 1000 tasks and having an
approval rating of at least 99 percent.

Video Clip Acquisition

Make embed URLs

Survey 1 - Crowdsource
Questions

Edit Questions

Survey 2 - Crowdsource ‘
Correct Answer

Edit Correct Answer

Survey 3 - Crowdsource
Incorrect Answers

Edit Incorrect Answers

Survey 4 - Crowdsource

Accuracy Benchmark

Fig. 2. An overview of our crowdsourcing pipeline

Step 1: Crowdsource Questions. After several iterations,
using a feedback-driven development process, our final crowd-
sourcing task design asked AMT workers to watch a short
video clip write two questions in each of three categories—
Comprehension, Motive, and Belief—for a total of six ques-
tions. We provided workers first with a short description of
the motivation behind our research, i.e., assessing a child’s
understanding of social interactions in movies, followed by
2-3 sentence descriptions of each question type, including
expected difficulty for preteens. Workers then could watch a
short example clip and see example questions in each category.
Finally, we presented them with a new film clip and open
text boxes in which to write new questions. After collecting
the question survey responses, we manually edit the worker-
generated questions for grammar, redundancy, and quality.

In earlier versions of this survey, we had tried different for-
mulations, including question categorization (“Come up with
six questions”) and difficulty categorization (‘1. Easy, 2. Easy,
3. Intermediate, 4. Intermediate, 5. Difficult, 6. Difficult”). We
found that requiring explicit categories increased the number
of social/emotional questions compared with the other two
approaches. We also found that requiring two questions per
category from each of 3 workers increased overall question
diversity, as opposed to just requiring one question per cat-
egory from each of 5 workers. For example, with our initial
one-question-per-category formulation using our Harry Potter
clip [2]], several workers asked why the mother hit the father
on the arm instead of scolding the children.

Step 2: Crowdsource Correct Answers. We use finalized
questions to crowdsource correct answers. For each clip, we
list each question followed by a text box for a proposed
answer. We also ask workers to evaluate the quality of this
question with an optional checkbox indicating a bad or unan-
swerable question. We assign each clip to three participants
and select the best (edited) correct answer among the three
and discard questions disliked by 2 or more participants.

Step 3: Crowdsource Incorrect Answers. We use the
finalized questions and their correct answers to crowdsource
incorrect answers. For a given clip, we list a single question



followed by its correct answer, and three text boxes for the
AMT worker to enter incorrect answers. As with correct
answers crowdsourcing, we assign each survey to three partici-
pants, and then manually select the top three incorrect answers
from all 9 crowdsourced options.

Step 4: Crowdsource Accuracy Benchmark. After having
the entire question bank, we proofread it before deploying a
quiz for each clip consisting of its questions with one correct
answer and three incorrect answers in random order. After each
question, we also ask the participant to rate the difficulty of
the question on a 5-point Likert scale. In addition, we also ask
about their familiarity with the clip (“How many times have
you watched this clip”’) and demographic questions including
age group, gender, ethnicity, education, native language, aver-
age daily TV/movie consumption, and years of residence in
US or Canada. We give each survey to five workers. In this
survey, we require uniqueness for workers so that we lessen
the confounding factor of individual worker performance. In
other words, one worker can answer at most one clip-survey
whereas this was not the case with our previous surveys.

IV. RUBRIC FOR CHARACTERIZING VIDEO CLIPS

To assess the level of social difficulty for each clip, we used
an iterative process to develop a rubric for characterizing many
different dimensions of video clips.

We first generated initial criteria, such as genre (e.g., ani-
mated; live-action), prevalence of gestures and facial expres-
sions, perceived difficulty of language (e.g., abstract or literal),
etc. To identify criteria relevant to social reasoning, our team
drew on prior literature on using movie watching to enhance
social reasoning for children with ASD [12], [|25] and previous
empirical work on interventions targeted for individuals with
ASD, specifically interventions focusing on improving social
reasoning skills [26].

Our ratings included more complex dimensions such as,
“relevance of non-verbal cues to understanding social interac-
tions,” and “perceived clarity of dialogue and perceived pace of
dialogue.” Additional dimensions which fell under the broader
umbrella of social reasoning and comprehending the social
content of the clips (e.g., key message of the clip; historical
knowledge essential to understanding the key message in the
clip) were adapted to create a clear understanding of each
criterion and result in a more efficient and rapid rating system.

To start off, two raters independently rated four clips. To
ensure inter-rater reliability, our group met and discussed
the two raters’ individual ratings. After discussing the first
pass at the ratings, we decided to eliminate some criteria,
including the prevalence of gestures (e.g., measured by amount
of frequency on a Likert-scale of 1 to 5) and prevalence of
facial expressions. These criteria were eliminated because they
did not elucidate the importance of ascertaining how a spe-
cific gesture communicated something socially, or conveyed
a message between characters. Through several meetings, our
team realized that these criteria were superfluous, as there were
other criteria that specifically assessed the intersection of body
language and social content, such as “relevance of non-verbal

Objective Subjective: Likert Subjective: Other

Perceived clarity of dialogue

# of main characters
(e.g. accents)

genre

# of speaking characters  Perceived pace of dialogue # of total characters in the scene/clip

voiceover (yes/no),
and who is doing it

Characterize activity/what they're doing/

of facial . X L
type of interact; script

Dynamics of Relationship
(family; friends; i
boss to employee; etc)

o]

Characterize the Relationship (tone)

Background real knowledge needed

Age of characters (historical; cultural)
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The actual setting
(e.g., the environment)
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are connected
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to comprehend; more difficult, etc)

Background Narrative/
Clip Knowledge

Time Period of Setting

Abstract vs literal language (e.g.,
high, medium, low)

Fig. 3. 29 dimensions in our rubric for characterizing video clips.

cues to understanding social interactions” and “alignment of
non-verbal cues with verbal cues” (measured by being aligned,
misaligned, non-verbal only, verbal only).

During this first pass at the ratings, we also discussed
needing to have a Likert-scale for some of the criterion
in order to accurately and efficiently rate a criterion. For
example, perceived clarity of dialogue and perceived pace
of dialogue were given a 5-point scale, in part because our
team categorized these criteria as more objective and thus
quantifiable, rather than the more subjective criterion, such
as “describe the type of a social interaction.” This criterion
was qualitatively grounded and an open-ended response was
necessary for a rater to precisely assess and describe the nature
of a social interaction (e.g., initially meeting someone; parent
and child experiencing tension, etc).

After this initial meeting, the two raters used the revised
rubric to rate four new clips. The raters shared how having
the Likert-scale invited them to think more precisely about
how clear or unclear the dialogue was in a clip, rather
than using general categories of unclear or clear. Additional
discussions on having open-ended responses for some criteria,
such as “characterize the relationship” and “emotions,” were
also revised because the group realized that these criteria were
more difficult to gauge using a 5-point Likert-scale. Identifying
the emotions present in a clip using a numerical system, for
instance, would not allow the raters to capture the richness
and complexities of emotions (e.g., a clip showing characters
feeling both sadness and confusion).

After this second discussion, the raters returned to the
original clips and rated those again with the second iteration
of the rubric, along with two new clips. The raters’ results
were fairly consistent and any disagreements were tabled for
discussion at our third meeting, such that the raters had the
space to reconcile any remaining differences. The group came
to an agreement on the third and final iteration of the rubric,
which contained 29 dimensions, as summarized in Figure



Dataset

TinyVQA-Crowd TinyVQA-InHouse Social-IQ Sampled

Number of clips 42 45 46
Total number of questions 282 332 269
Range of number of questions per clip 3-9 2-19 5-6
Mean number of questions per clip 6.71 7.38 5.98
Median number of questions per clip 7 6 6
Mode number of questions per clip 7 6 6
Mean number of question length(# of words per question) 10.03 10.26 10.61
Median number of question length(# of words per question) 10 10 10
Mode number of question length(# of words per question) 9 10 8
Mean number of correct answer length(# of words per correct answer) 8.83 5.96 9.53
Median number of correct answer length(# of words per correct answer) 8 5 9
Mode number of correct answer length(# of words per correct answer) 7 1 7
Mean number of incorrect answer length(# of words per incorrect answer) 6.37 5.36 10.19
Median number of incorrect answer length(# of words per incorrect answer) 6 5 10
Mode number of incorrect answer length(# of words per incorrect answer) 6 1 7
Mean number of question syllable count(sum of syllable counts per question) 13.34 11.82 14.35
Median number of question syllable count(sum of syllable counts per question) 12 11 14
Mode number of question syllable count(sum of syllable counts per question) 12 11 12
Mean number of correct answer syllable count(sum of syllable counts per correct answer) 13.05 9.42 14.42
Median number of correct answer syllable count(sum of syllable counts per correct answer) 1 8 13
Mode number of correct answer syllable count(sum of syllable counts per correct answer) 10 3 12
Mean number of incorrect answer syllable count(sum of syllable counts per incorrect answer) 8.92 8.35 15.06
Median number of incorrect answer syllable count(sum of syllable counts per incorrect answer) 8 8 14
Mode number of incorrect answer syllable count(sum of syllable counts per incorrect answer) 8 2 11

Benchmark accuracy

93.31% 72.89%

Fig. 4. TinySocial and Social-IQ Dataset Statistics

V. RUBRIC FOR CHARACTERIZING QUESTIONS

A separate team of three raters developed a rubric for
characterizing types of social and ToM reasoning questions.
After an initial brainstorming phase, we found that questions
could be described on two separate dimensions. The final
rubric for rating questions thus consists of two separate lists
of characteristics. Within each list, the rater can select one or
more items, i.e., the items are not exclusive.

Revisions of this rubric were also performed in an iterative
process, though the modifications after the initial brainstorm-
ing phase were fairly minor, e.g. adding one or two rating
possibilities under each dimension.

A) What were the types of clues from the clip that were
relevant for answering the question? (1) Words being said; (2)
tone/volume/timbre/pitch of what is said (prosody); (3) facial
expressions; (4) gestures/posture/body language; (5) physical
actions / objects / events; (6) environment / scene; (7) artistic
effects (background music, canned laughter, sound effects).

B) What type of knowledge or reasoning process did the
question draw upon?

1) “factual” (i.e. was the viewer paying attention)

2) emotions

3) relationships: surface relationship (siblings, etc.)

4) relationships: functional relationship / abstract roles (e.g.
conflict-starter, etc.)
relationships: power/social hierarchy
context (scene or characters): setting
context (scene or characters): personality / characteristics
reasoning: motivation/intention/goal
reasoning: belief
reasoning: general attitude
reasoning: specific attitude / communicative thing
reasoning: prediction

5)
6)
7)
8)
9)
10)
11)
12)

13) reasoning: figure of speech / sarcasm / etc. (surface
meaning vs deeper meaning)

VI. RESULTS AND DISCUSSION

We performed comparisons of three datasets: TinySocial-
Crowd, TinySocial-InHouse, and the previously existing
Social-1Q dataset [3]. For some analyses, we randomly se-
lected a subset of 50 clips from the Social-IQ dataset. All
datasets, including links to Youtube videos and multiple choice
questions and answers, are linked in the online supplemental
material [1]]. Due to space constraints, we present only brief
summaries of our observations across the three datasets, as
shown in Table A more complete presentation of all figures
and results is given in the online supplemental material [1],
including results of the clip and question ratings.

A. Potential Answering Heuristics

How well could intelligent agents do on our datasets using
simple answering heuristics? To answer this question, we
analyze a few potential strategies including random guessing,
picking the shortest answer, and picking the longest answer.

We created a sample from the Social-IQ dataset for a fair
comparison. Due to the difference in size, we used all 42
videos from our dataset and randomly sampled 42 from the
Social-IQ dataset. Additionally, because our dataset has 1
correct answer and 3 incorrect answers for each question while
Social-IQ has multiple correct answers and multiple incorrect
answers, we also randomly sampled one correct answer and
three incorrect answers from each question in Social-IQ. We
refer to this new sample as the Transformed Social-IQ dataset.

We simulated the three answering strategies by applying
each strategy on subsamples of the clips with different sample
sizes (N =1,3,5,7,9,11). For each sample size, we simulate
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Fig. 5. Strategies Simulations Comparison. Note that Original Social-IQ has 4 correct and 3 incorrect answers per question while modified Social-IQ has 1

correct and 3 incorrect answers.

applying each strategy 1000 times. The accuracy distribution
over each sample size for each strategy is shown in Figure

VII. CONCLUSION

We have created a methodology and dataset for social
VQA that we expect will be useful for both cognitive and
Al research. This dataset serves as a question bank for social
reasoning on film clips, and we also provide extensive methods
for characterizing the social content in clips and in questions.
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